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We study two types of down-scaling

Dense downscaling

(independently training 
smaller models from scratch)
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Pruning
SparseGPT (Frantar & Alistarh, 2023)
Wanda (Sun et al., 2023)

(every layer pruned to some X%)



Sidenote: How these pruning techniques work? Roughly:
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Step 1: Select tiny subset of pretraining 
data (e.g., 128 points with 2048 tokens).

Lorem ipsum

dolor sit amet

…

Step 0: Pretrain as usual.

Step 2: Prune each layer to 
X% in a way that minimally 
affects l2 distance of layer 
output on Step 1 data.

This is one-shot pruning that does not require retraining the 
network and does not require task-specific data. 
Outperforms magnitude pruning.
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We study two core, complementary LLM capabilities

Most generic tasks demand both capabilities. 
How do we disentangle them? 

Learning from context

Context:

Q::  Who created  Wikipedia ?

Answer:

Fact Recall
from pretraining data

Q:: 
Who created 
Wikipedia ?

Answer:

(Chan et al., 2022a, 2022b) 
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We curate a suite of tasks to disentangle the two capabilities

Context:

Q:uestion:: What is…

Open Book QA
(TriviaQA, NaturalQA)

Context:

Q:uestion:: What is …

Overriding QA
(DissentQA)

 (Neeman et al. 2022, 
Li et al., 2022; 

Longpre et al., 2021)

≠

Fact Recall In-context
Learning

Generic 
Classification

Context:
x1, f(x1)
x2, f(x2)
x3, f(x3)

Q:uestion:: xtest

(f is
linear/decision 
tree/perceptron)
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Closed Book QA
(TriviaQA, WebQA)

Q:uestion:: What is…
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How could down-scaling affect a capability?

World 1: Highly 
distributed capability

World 2: Vulnerable
bottleneck exists
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World 3: 
Concentrated in safe spot (or) 

implemented redundantly 
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Pruning has disparate effects on the two capabilities

Fact Recall 

Fact recall deteriorates quicker (5% drop around 30% of pruning) while 
in-context learning withstands as much as 60-70% pruning

In-context Learning

Close-book
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Wanda (the other pruning approach) shows the same results



Dense downscaling too has the same disparate effects

Fact Recall In-context
Learning

Even under dense downscaling, fact recall deteriorates much quicker than 
in-context learning.
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What happens if we pruned only Attention or only MLP?

For fact recall, MLP layers are more important than Attention. 
For in-context learning, not as much difference.

Fact Recall In-context
Learning
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Pythia Models show same behavior

13



So what? Practical implications:

Improve 
interpretability 

Is there a small module 
that is responsible for 
in-context learning?

Improve inference-time 
compute efficiency

Retrieve evidence into context + 
route to smaller model

Router

Q:uestion: …

Improve 
pruning

Prune MLP layers more than 
attention?
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